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RRT: RAPIDLY-EXPLORING RANDOM TREE
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RRT*

[Karaman and Frazzoli, 2011]



RRT*

Find best parent for 𝑥𝑛𝑒𝑤
among its neighbors (within 

radius of r(n))

[Karaman and Frazzoli, 2011]



Rewiring: Set  𝑥𝑛𝑒𝑤 as the parent 

of neighboring nodes (within 

radius of r(n)), if this improves 

their cost

RRT*

[Karaman and Frazzoli, 2011]



ROBUSTLY FEASIBLE MOTION-PLANNING 
PROBLEM 

[Solovey et al, 2019]



ASYMPTOTIC OPTIMALITY OF RRT*

[Solovey et al, 2019]



GOAL BIAS

▪ In each iteration with probability 𝑝 sample a random point 𝑥𝑟𝑎𝑛𝑑 and with 
probability 1 − 𝑝 set 𝑥𝑟𝑎𝑛𝑑 to be a sample in the goal region.

▪ This forces RRT to occasionally attempt to make a connection to the goal

▪ If the bias is too strong, then RRT becomes too greedy 

▪ If the bias is not strong enough, then there is no incentive to connect the tree 
to the goal region



BIDIRECTIONAL RRT

▪ Grow two trees 𝑇𝑠, 𝑇𝑔 from start and goal

▪ In every iteration select one of the trees for expansion:

▪ Balanced Bi-RRT: expand from the tree having less vertices

▪ Force the trees to meet

▪ Every once in while grow them towards the same sample

▪ Balancing the trees could be helpful when one of the trees is having trouble 
exploring (balancing allows to put more energy on it)

▪ Bi-RRT* exists as well

(Figures from LaValle’s book)

http://planning.cs.uiuc.edu/


HRRT: HEURISTICALLY BIASING RRT GROWTH

▪ Prefer to extend lower cost paths heading towards the goal, while maintaining a 

reasonable bias towards exploration

▪ hRRT: the probability to select a node depends on both:

▪ the size of its Voronoi region (a bias toward exploration) ,and 

▪ the quality of the path to that node (a bias toward exploiting known good 
parts of the space)

▪ More details in:  [Urmson and Simmons, 2003]

https://www.ri.cmu.edu/pub_files/pub4/urmson_christopher_2003_1/urmson_christopher_2003_1.pdf


HRRT: SELECT_NODE



HEURISTIC GUIDED RRT*

▪ Estimate the “cost to go” for every sample using Dijkstra on a grid of a specified 

resolution

▪ Maintain the leaf node 𝑥𝑏𝑒𝑠𝑡 with least cost (cost-to-come) + heuristic cost (estimated 

cost-to-go)

▪ Sampling distribution is a Gaussian centered at 𝑥𝑏𝑒𝑠𝑡

▪ The implicit assumption: the solution of the reduced motion planning problem lies in 
the same proximity as the solution to the original problem

▪ The sampling could misguide the tree growth into “bad” regions

▪ More details in: [Vemula et al, 2014]

https://www.ri.cmu.edu/pub_files/2014/8/LearningMotionPlanningAssumptions.pdf


AO-RRT2: AO KINODYNAMIC PLANNER 

▪ Run RRT in State+cost space: a (d+1)-dimensional space, where every point           𝑦
∈ 𝑋 × 𝑅+ is a pair 𝑥, 𝑐 s.t. 𝑥 is a state and 𝑐 ≥ 0 is the cost from 𝑥𝑖𝑛𝑖𝑡 to 𝑥 over 

the tree

▪ Running in this augmented space allows for “corrections” that are often not available 

in the vanilla RRT

▪ May prune nodes whose cost-to-come is higher than the best cost found so far from 

start to goal

[Kleinbort et al, 2019]

https://www.ri.cmu.edu/pub_files/2014/8/LearningMotionPlanningAssumptions.pdf














AO-RRT2: AO KINODYNAMIC PLANNER 


