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## Abstract

We present an efficient output-sensitive algorithm and its exact implementation to solve the following problem: Given a set $\mathcal{S}$ of $n$ line segments in threedimensional space, find all the lines that simultaneously intersect quadruples of line segments in $\mathcal{S}$. We refer to this problem as the lines-through-segments problem, or LTS for short. The algorithm properly handles all degenerate cases. Since we do not assume general position, we compute all lines that intersect at least four segments in $\mathcal{S}$. The algorithm runs in $O\left(\left(n^{3}+I\right) \log n\right)$ time, and requires $O(n+I)$ working space, where $I$ is the output size; $I$ is bounded by $O\left(n^{4}\right)$. We use Cgal arrangements and in particular its support for two-dimensional arrangements in the plane and on the sphere to efficiently compute the intersecting lines in an exact manner. We also report on the performance of our algorithm and its implementation compared to others. The source code of the LTS program as well as the input examples for the experiments can be obtained from http://acg. cs.tau.ac.il/projects/lts.

## 1 Introduction

LTS is a fundamental problem that arises in a variety of domains. For instance, solving the LTS problem can be used as the first step towards solving the more general problem of finding all lines tangent to four polyhedral objects taken from a set of polyhedral objects. The latter is ubiquitous in many fields of computation such as computer graphics (visibility computations), computational geometry (line transversal), robotics and automation (assembly planning), and computer vision.

[^0]The number of lines that intersect four lines in $\mathbb{R}^{3}$ is $0,1,2$, or infinite. Brönnimann et al. [3] showed that the number of lines that intersect four arbitrary line segments in $\mathbb{R}^{3}$ is $0,1,2,3,4$, or infinite. In addition, they showed that the lines lie in at most four maximal connected components 1

A straightforward method to find all the lines that intersect four lines, given a set of $n$ lines, examines each quadruplet of lines using the Plücker coordinate representation. Hohmeyer and Teller (7) and Redburn [6] exploited this method. It was later used by Everett et al. [4] as a building block for the problem of finding line transversals (the set of lines that intersect all given line segments). Naturally, the running time of


Figure 1: Four lines (drawn in green) that intersect four line segments (drawn in blue with a halftone pattern). this method is $O\left(n^{4}\right)$.

The combinatorial complexity of all the lines that intersect four line segments of a set of $n$ line segments is $\Theta\left(n^{4}\right)$. The lower bound can be easily established by placing two grids of line segments in two parallel planes, respectively. However, in many cases the number of output lines is considerably smaller. The size of the output tends to be even smaller, when the input consists of line segments (as opposed to lines), which is typically the case in practical problems.

We present an efficient output-sensitive algorithm, and its complete and robust implementation that solves the LTS problem in three-dimensional Euclidean space. The implementation is complete in the sense that it handles all degenerate cases and guarantees exact results. Examples of degenerate cases are: A line segment may degenerate to a point, several segments may intersect, be coplanar, parallel, concurrent, lie on the same supporting line, or even overlap. To the best of our knowledge, this is the first algorithm (and implementation) for the LTS problem that is (i) output sensitive and (ii) handles all degenerate cases. The algorithm utilizes the idea of McKenna and O'Rouke 5 to represent the set of lines that intersect three lines as a rectangular hyperbola with vertical and horizontal asymptotes in $\mathbb{R}^{2}$. However, as opposed to their algorithm, which takes $O\left(n^{4} \alpha(n)\right)$ time, our algorithm is output sensitive and its asymptotic time and space complexities are $O\left(\left(n^{3}+I\right) \log n\right)$ and $O(n+I)$, respectively, where $n$ is the input size

[^1]and $I$ is the output size; $I$ is bounded by $O\left(n^{4}\right)$.
Our algorithm is implemented on top of the Computational Geometry Algorithm Library (Cgal) 8. The implementation is mainly based on the $2 D$ Arrangements package of the library [10]. This package supports the robust and efficient construction and maintenance of arrangements induced by curves embedded on certain orientable two-dimensional parametric surfaces in three-dimensional space [2, 9], and robust operations on them ${ }^{2}$ The implementation uses in particular 2D arrangements of rectangular hyperbolas with vertical and horizontal asymptotes in the plane and 2D arrangements of geodesic arcs on the sphere [1].

## 2 Representation

In this section we discuss the encoding of all lines that intersect two fixed line segments, $S_{1}$ and $S_{2}$, and a third line segment $S_{3}$. However, due to space limitation, we only discuss the generic case, where the lines underlying the input line segments are pairwise disjoint and their direction vectors are linearly independent. Then, we give one simple non-generic case.

We represent a line $L \subset \mathbb{R}^{3}$ by a point $p \in \mathbb{R}^{3}$ and a direction $d \in \mathbb{R}^{3} \backslash\{\mathcal{O}\}$ as $L(t)=p+t \cdot d$, where $\mathcal{O}$ denotes the origin and $t \in \mathbb{R}$. Clearly, this representation is not unique. A segment $S \subset L \subset \mathbb{R}^{3}$ is represented by restricting $t$ to the interval $[a, b] \subset \mathbb{R}$. We refer to $S(0)$ and $S(a)$ as the source and target points, respectively. We denote the underlying line of a line segment $S$ by $L(S)$. Two lines are skew if they are not coplanar. Three or more lines are concurrent if they all intersect at a common point.

Given two lines $L_{1}$ and $L_{2}$ we define a map $\Psi_{L_{1} L_{2}} \quad$ as follows: $\quad \Psi_{L_{1} L_{2}}(p)=\left\{\left(t_{1}, t_{2}\right) \in\right.$ $\mathbb{R}^{2} \mid L_{1}\left(t_{1}\right), \quad L_{2}\left(t_{2}\right)$, and $p$ are collinear $\}$. That is, $\Psi_{L_{1} L_{2}}$ maps a point in $\mathbb{R}^{3}$ to a set in $\mathbb{R}^{2}$. This set, which might be empty, corresponds to all lines that contain $p$ and intersect $L_{1}$ and $L_{2}$. Now consider the pair $\left(t_{1}, t_{2}\right) \in \mathbb{R}^{2}$. If $L_{1}\left(t_{1}\right) \neq L_{2}\left(t_{2}\right)$, then this pair uniquely defines the line that intersects $L_{1}$ and $L_{2}$ at $L_{1}\left(t_{1}\right)$ and $L_{2}\left(t_{2}\right)$, respectively. Thus, for skew lines $L_{1}$ and $L_{2}$ there is a canonical bijective map between $\mathbb{R}^{2}$ and all lines that intersect $L_{1}$ and $L_{2}$.

The characterization of $\Psi_{S_{1} S_{2}}\left(S_{3}\right)=$ $\Psi_{L\left(S_{1}\right) L\left(S_{2}\right)}\left(S_{3}\right) \cap[0,1]^{2}$ serves as the theoretical foundation of the algorithm that solves the LTS problem presented in Section 3 In the generic case, which we sketch in the next subsection, $\Psi_{S_{1} S_{2}}\left(S_{3}\right)$ consists of at most three arcs lying on a rectangular hyperbola with a vertical and a horizontal asymptote. In degenerate cases, which we omit here, the base curve may be a single line, or a pair of a horizontal and a vertical line. In some cases, e.g., $S_{1}, S_{2}$, and $S_{2}$

[^2]

Figure 2: (a) Three surface patches the lines of which intersect three pairwise skew line segments, $S_{1}, S_{2}$, and $S_{3}$, in $\mathbb{R}^{3}$. These surface patches are contained in a hyperboloid of one sheet. (b) The point set $\Psi_{S_{1} S_{2}}\left(S_{3}\right)$.
are coplanar, $\Psi_{S_{1} S_{2}}\left(S_{3}\right)$, is a two-dimensional region that is bounded by curves of the above kind.

If $S_{1}$ and $S_{2}$ intersect, it is impossible to encode the lines that go through the intersection point by $\Psi_{S_{1} S_{2}}\left(S_{3}\right)$. This case requires a special representation as discussed in Section 2.2.

### 2.1 Generic Case

We assume that the direction vectors of the underlying lines of the input line segments are linearly independent. Thus, we can apply a rational affine transformation, such that the three segments are given by $S_{i}\left(t_{i}\right)=p_{i}+t_{i} \cdot d_{i}, i \in\{1,2,3\}$, where $p_{1}=(a, b, c)$, $p_{2}=(d, e, f), p_{3}=\mathcal{O}$ and $d_{i}=e_{i}$ (where $e_{i}$ denotes the unit vector along the $i$ th axis).

We further assume that the underlying lines are pairwise disjoint, which implies that $b \neq 0, d \neq 0$, and $c \neq f$. Consider the points $L_{1}\left(t_{1}\right), L_{2}\left(t_{2}\right)$, and $L_{3}\left(t_{3}\right)$. These points are collinear iff $\mid\left(L_{1}\left(t_{1}\right)-L_{2}\left(t_{2}\right)\right) \times$ $\left(L_{3}\left(t_{3}\right)-L_{2}\left(t_{2}\right)\right) \mid=0$. These are three dependent equations in three unknowns. Eliminating $t_{3}$ we obtain the following expression for $t_{2}$ in terms of $t_{1}$ :

$$
\begin{equation*}
t_{2}\left(t_{1}\right)=\frac{e \cdot t_{1}+(a \cdot e-d \cdot b)}{t_{1}+a} \tag{1}
\end{equation*}
$$

It implies that $\Psi_{L_{1} L_{2}}\left(L_{3}\right)$ is a rectangular hyperbola with a vertical asymptote and a horizontal asymptote. Nonetheless, we are interested in $\Psi_{S_{1} S_{2}}\left(S_{3}\right)$. Recall that all $t_{i}, 1 \leq i \leq 3$, are restricted to $[0,1]$. Similar to Equation we can eliminate $t_{2}$ and solve for $t_{1}$ in terms of $t_{3}$. It is then easy to show that $\Psi_{S_{1} S_{2}}\left(S_{3}\right)$ consists of at most three maximal connected components, where each component represents a patch of a ruled surface as depicted in Figure 2.

## $2.2 S_{1}$ and $S_{2}$ Intersect

Assume $L_{1}$ and $L_{2}$ intersect, and let $q=L_{1}\left(\tilde{t_{1}}\right)=$ $L_{2}\left(\tilde{t_{2}}\right)$ be the intersection point. The point $\left(\tilde{t_{1}}, \tilde{t_{2}}\right)$ represents all lines that contain $q$. We represent


Figure 3: (a) Three line segments, $S_{1}, S_{2}$, and $S_{3}$, such that $S_{1}$ and $S_{2}$ intersect at $q$ (and $S_{3}$ does not). (b) The mapping $\Xi_{q}\left(S_{3}\right)$, where $\Xi_{q}\left(S_{3}\right)=\left\{\Xi_{q}(p) \mid p \in S_{3}\right\}$, which consists of two geodesic arcs on $\mathbb{H}^{2}$.
these lines by points on a semi open upper hemisphere centered at $q$. We define the additional map $\Xi_{q}: \mathbb{R}^{3} \backslash\{q\} \rightarrow \mathbb{H}^{2}$ and $\Xi_{q}(p) \longmapsto d=s(p-q) /|p-q|$, with $s \in\{ \pm 1\}$, such that $d \in \mathbb{H}^{2}=\{p \mid p \in$ $\mathbb{S}^{2}$ and $p$ is lexicographically larger than $\left.\mathcal{O}\right\}$. In the generic case a segment $S$ maps to one or two geodesic arcs on $\mathbb{H}^{2}$. If $S_{3}$ is a point, or $L\left(S_{3}\right)$ contains $q$ and $S_{3}$ does not, $\Xi_{q}(S)$ consists of a single point. If $q \in S_{3}$, we define $\Xi_{q}\left(S_{3}\right)=\mathbb{H}^{2}$; see Figure 3,

## 3 The Algorithm

We describe the algorithm that handles only a reduced set of cases due to space limitation. Henceforth, we assume that none of the input line segments degenerates to a single point and no three line segments are concurrent or coplanar. The complete algorithm, which is omitted here, handles all cases.

The input is a set $\mathcal{S}=\left\{S_{1}, \ldots, S_{n}\right\}$ of $n$ line segments in $\mathbb{R}^{3}$. The output is a set of at most $O\left(n^{4}\right)$ lines in $\mathbb{R}^{3}$, such that each line intersects four line segments in $\mathcal{S}$. The intersected line segments are provided as part of the output.

The idea is to process each pair, $\left(S_{i}, S_{j}\right)$ with $i<$ $j-2$, and construct the planar arrangement, $\mathcal{A}_{i j}$, induced by the set $\left\{\Psi_{S_{i} S_{j}}\left(S_{k}\right) \mid i<k<j\right\}$. As we limit ourself to the generic case here, $\mathcal{A}_{i j}$ is induced only by hyperbolic arcs. Each intersection point of two such arcs represents a line that intersects $S_{i}$ and $S_{j}$ as well as the two segments that are mapped through $\Psi_{S_{i} S_{j}}$ to the hyperbolic arcs. Considering only pairs of segments $S_{i}$ and $S_{j}$ with $i<j-2$ and constructing the corresponding arrangement using only the line segments of the set $\left\{S_{k} \mid i<k<j\right\}$, ensures that every output line is reported exactly once.

If $S_{i}$ and $S_{j}$ intersect, we also construct an arrangement of geodesic arcs on the half-sphere $\mathbb{H}^{2}$ centered at their intersection point. The arrangement is induced by the central projections of the other segments on the sphere. Again, an intersection of two geodesic arcs encode lines that intersect four segments.

Using the sweep line algorithm, each arrangement, $\mathcal{A}_{i j}$, is constructed in $O\left(n \log n+I_{i j}\right)$ time, where $I_{i j}$ in the number of intersections in $\mathcal{A}_{i j}$. Since there are
$O\left(n^{2}\right)$ arrangements, the total runtime is $O\left(n^{3} \log n+\right.$ $I)$. As only one arrangement must be retained at a time, the required storage space is $O(n \log n+J)$, where $J$ is the maximum number of intersections in a single arrangement. $J$ is bounded by $O\left(n^{2}\right)$.

We remark that the complete algorithm, which is implemented, is necessarily more involved. In particular, in some degenerate cases $\Psi\left(S_{i}, S_{j}\right)\left(S_{k}\right)$ is a two dimensional patch that is bounded by hyperbolic arcs and line segements. In these cases we use the overlay algorithm of CGAL to add the two dimensional patches to the arrangement generated by the sweep.

## 4 Experimental Results

We have conducted several experiments on three types of data sets. The first comprises random input. The second produces the worst-case combinatorial output and has many degeneracies. The third consists of transformed versions of the former and has many near-degeneracies. We report on the time consumption of our implementation, and compare it to the implementation of J. Redburn [6]. All experiments were performed on a Pentium PC clocked at 2.40 GHz .

### 4.1 Random Input

The Random data set consists of 50 line segments drawn uniformly at random. In

| Input | Time |  | Lines |
| :--- | ---: | ---: | ---: |
|  | LTS | Red |  |
| Short | 1.06 | 300.4 | 0 |
| Medium | 2.82 | 314.0 | 20,742 |
| Long | 5.15 | 327.0 | 64,151 | particular, the endpoints are selected uniformly at random within a sphere. We experimented with three different radii, namely, Short, Medium, and Long listed in increasing lengths. We verified that the line segments are in general position. The table above shows the number of output lines and the time in seconds it took to perform the computation using our implementation, referred to as LTS, and an instance of a program developed by J. Redburn 6] that relies on unlimited precision, referred to as Red. One can clearly observe how the time consumption of our implementation decreases with the decrease of the output size, which in turn decreases with the decrease in the line-segment lengths. Adversely, the time consumption of Redburn's implementation hardly changes.

### 4.2 Grid

The Grid data set, which attains the maximal number of output lines, comprises 40 line segments arranged in two grids of 20 lines segments each lying in two planes parallel to the $y z$ plane. Each grid consists of ten vertical and ten horizontal line segments. Thus,
each plane contains 100 intersection points, which implies that the output includes exactly $100^{2}=10,000$ lines, each containing one intersection point of each plane. Due to the degenerate nature of the input, the output also includes several planar patches each lying in one of the two planes that contain the input grids, which we also compute but not elaborate on any further here. Using our implementation it took 20.74 seconds to compute the output. Unfortunately, Redburn's implementation could not handle this case.

We remark that every output line is represented by a vertex of an arrangement on the sphere. The figure to the right depicts
 one sample arrangement on the sphere centered at the intersection point of two line segments, $S_{1}$ and $S_{40}$, lying in the same plane. The arrangement is induced by the set of geodesic arcs $\left\{\Xi_{S_{1} \cap S_{40}}\left(S_{i}\right) \mid i=2, \ldots, 39\right\}$.

### 4.3 Transformed Grid

We conducted three additional experiments using a transformed version of the Grid data set. First, we slightly perturbed the input line segments, such that every two line segments became skew and the directions of every three line segments became linearly independent (input I). Secondly, we translated the (perturbed) horizontal line segments of one grid along the plane that contains this grid (input II), increasing the distance between the (perturbed) vertical and horizontal line segments of the grid. This drastically reduced the number of output lines. We then applied a similar translation to the other plane (input III), further reducing the size of the output. Table 1 shows the number of output lines and the time it took to perform the computation using our implementation. The output sensitivity of our algorithm is prominent. The table also shows the time it took to perform the computation using two instances of the program developed by Redburn. One instance, relies on a number type with unlimited precision, while the other resorts to double-precision floating-point numbers. As expected, when limited precision numbers were used, the output was only an approximation. Notice that the influence of the output size on the time consumption of Redburn's implementation is negligible.

Table 1: Perturbed Grid. Time is measured in seconds.

| Input | Unlimited Prec. |  |  | Double Prec. |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  | Time |  | Lines | Time | Lines |
|  | LTS | Red |  | Red |  |
| I | 23.72 | 140.17 | 12,139 | 0.70 | 12,009 |
| II | 1.83 | 132.80 | 5,923 | 0.69 | 5,927 |
| III | 6.90 | 128.80 | 1,350 | 0.70 | 1,253 |
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[^1]:    ${ }^{1}$ Two lines tangent to the same four line segments are in the same connected component iff one of the lines can be continuously moved into the other while remaining tangent to the same four line-segments.

[^2]:    ${ }^{2}$ Arrangements on surfaces are supported as of CgAL version 3.4, albeit not documented yet.

